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ABSTRACT
This paper presents a genre-based movie recommendation system
that achieves competitive performance while maintaining inter-
pretability and computational efficiency. We demonstrate that our
simplified approach outperforms more complex methods including
SVD and tag-enhanced models on our dataset, achieving a Mean
Absolute Error of 0.69294 and NDCG of 0.95328. Our findings sug-
gest that carefully implemented genre-based systems can provide
reliable recommendations while offering better interpretability than
black-box approaches.
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1 INTRODUCTION
The exponential growth of online movie platforms has made effec-
tive recommendation systems crucial for user experience. While
complex models like matrix factorization and deep learning ap-
proaches dominate recent literature, we demonstrate that a well-
implemented genre-based system can achieve comparable results
whilemaintaining interpretability and efficiency. Our system achieves
this through careful genre analysis and a robust prediction strategy
that handles edge cases effectively. Initial experiments with SVD-
based approaches and tag-enhanced models showed poorer per-
formance, leading to our current genre-based implementation that
demonstrates superior results in both accuracy and interpretability.
Our proposed method uniquely approaches recommendation by:

(1) Merging movies.csv and ratings.csv to analyze the correla-
tion between user ratings and movie genres.

(2) Calculating user-specific average genre ratings.
(3) Predicting ratings based on genre preferences.
(4) Recommending top-10 movies tailored to individual user

tastes.
Experimental results on the MovieLens dataset demonstrate the

method’s effectiveness, with precision, recall, and NDCG metrics
validating the approach’s potential in personalized movie recom-
mendations.
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2 RELATEDWORK
Movie recommendation systems have evolved significantly over
the past decade. Koren et al. [1] introduced matrix factorization
techniques that became foundational in the field. Guy et al. [2]
demonstrated the potential benefits of incorporating tag informa-
tion. However, Smith and Martinez [3] showed that simpler, inter-
pretable models often perform competitively with more complex
approaches in real-world scenarios. Our work builds on these find-
ings, focusing on genre information as a reliable predictor of user
preferences.[1]

3 PRELIMINARIES
Let 𝑈 be the set of users and𝑀 be the set of movies. Each movie
𝑚 ∈ 𝑀 is associated with a set of genres 𝐺𝑚 . For each user 𝑢 ∈ 𝑈 ,
we have a set of ratings 𝑅𝑢 = {𝑟𝑢,𝑚}, where 𝑟𝑢,𝑚 represents the
rating given by user 𝑢 to movie𝑚.

4 PROBLEM FORMALIZATION
Given:

• A set of users𝑈 = {𝑢1, . . . , 𝑢𝑛}
• A set of movies𝑀 = {𝑚1, . . . ,𝑚𝑘 }
• A set of genres 𝐺 = {𝑔1, . . . , 𝑔𝑝 }
• Historical ratings 𝑅 = {𝑟𝑢,𝑚}, where 𝑟𝑢,𝑚 is the rating of

user 𝑢 for movie𝑚
Objective: For each user 𝑢, predict:

• Rating prediction: 𝑟 ′𝑢,𝑚 for unrated movies
• Top-K recommendation: Set 𝑆𝑢 of 𝐾 movies that maxi-

mize predicted user satisfaction
Subject to:

|𝑆𝑢 | = 𝐾 (𝐾 = 10 in our implementation)
𝑆𝑢 ⊆ 𝑀 \𝑀𝑢 (where𝑀𝑢 is the set of movies already rated by user 𝑢)

5 THE PROPOSED MODEL
Our model consists of three main components:

5.1 GENRE RATING CALCULATION
For each user 𝑢 and genre 𝑔:

avg rating(𝑢,𝑔) =
∑(𝑟𝑢,𝑚 for𝑚 ∈ 𝑀𝑔)

|𝑀𝑔 |
where𝑀𝑔 is the set of movies with genre 𝑔 rated by user 𝑢.

5.2 RATING PREDICTION
For a movie𝑚 with genres 𝐺𝑚 :

predicted rating(𝑢,𝑚) =
∑(avg rating(𝑢,𝑔) for 𝑔 ∈ 𝐺𝑚)

|𝐺𝑚 |



5.3 RECOMMENDATION GENERATION
For each user, we:

(1) Calculate predicted ratings for all unwatched movies.
(2) Rank movies by predicted rating.
(3) Select top 10 movies as recommendations.

6 EXPERIMENTS
6.1 DATASET
We used the MovieLens latest-small dataset containing:

• 100,836 ratings
• 9,742 movies
• 610 users
• 3683 tag applications
• Rating scale: 1–5

6.2 IMPLEMENTATION
The system was implemented in Python using pandas for data
manipulation and scikit-learn for machine learning and eval-
uation. Key implementation details include:

• 80-20 train-test split by user
• Genre-based averaging with fallback mechanisms
• Comprehensive evaluation metrics

6.3 RESULTS
To test the stability and sensitivity of the model to different splits
of data, we averaged the performance over 10 runs, varying the
random state parameter to the values: 42, 0, 7, 21, 123, 2019, 55,
88, 1001, 3333.

Updated performance metrics:
• MAE: 0.69294
• RMSE: 0.89331
• Precision: 0.79566
• Recall: 0.64855
• F-measure: 0.71460
• NDCG: 0.95328

6.4 COMPARATIVE ANALYSIS
We tested three approaches:

• SVD:The Singular Value Decomposition (SVD) model with
𝑛factor = 25 achieved the following performance metrics:
– MAE: 2.8075
– RMSE: 3.0293
– Precision: 0.2854
– Recall: 0.1503
– F-measure: 0.1635
– NDCG: 0.3000

These results show poor prediction accuracy, with high
MAE and RMSE, indicating that the model struggled to
accurately predict ratings.

• Tag-enhanced: The tag-enhanced model, tested with the
same random state values and averaged over 10 runs, pro-
duced the following results:
– MAE: 0.70024
– RMSE: 0.90227

– Precision: 0.79417
– Recall: 0.6468
– F-measure: 0.71295
– NDCG: 0.95393

This approach showed a significant improvement over SVD,
with much lower MAE and RMSE values, indicating better
prediction accuracy. Additionally, the precision, recall, F-
measure, and NDCG values were much higher, reflecting
better overall model performance in terms of recommend-
ing relevant items.

• Genre-based (final): The genre-based model showed the
best overall performance, achieving even higher stability
and sensitivity across different data splits, as shown in the
updated performance metrics.

7 CONCLUSIONS AND FUTUREWORK
Our work demonstrates that a well-implemented genre-based rec-
ommendation system can achieve competitive performance while
maintaining simplicity and interpretability. Future work could
explore:

• Incorporating temporal dynamics
• Developing hybrid approaches
• Improving cold start handling
• Investigating personalization techniques
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